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Abstract

A modular process for efficiently solving large-scale multidisciplinary problems using single-image cluster supercomputers is pre-
sented. The process integrates disciplines with diverse physical characteristics while retaining the efficiency of individual disciplines.

Computational domain independence of individual disciplines is maintained using a meta programming approach. The process inte-
grates disciplines without affecting the combined performance. The procedure includes an efficient load balancing scheme suitable for
parallel computers. Results are demonstrated for large-scale aerospace problems. The super scalability and portability of the approach
is demonstrated on several parallel supercomputers.
� 2006 Elsevier Ltd. All rights reserved.
1. Introduction

During the last decade, significant progress has been
made in the area of supercomputing using cluster or paral-
lel computers. This technology has started making impact
on major engineering fields such as aerospace design. The
aerospace community was one of the major driving forces
behind supercomputing technology using serial computers
and also playing a major role in adapting parallel comput-
ers for its ever-increasing computational needs. Because of
the large effort required to restructure software, particu-
larly in the area of multidisciplinary applications using
high-fidelity equations, there is latency in using parallel
computers in day-to-day use for analysis and design of
aerospace vehicles. This paper presents a technology that
leads single-image cluster supercomputing to the real-world
aerospace applications.

Large-scale multidisciplinary problems are common in
engineering design. They involve the coupling of many
high-fidelity single disciplines. For example, aeroelasticity
of large aerospace vehicles that involves strong coupling
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of fluids, structures and controls is an important element
in the design process [1]. It is observed that an instability
due to strong fluid/structure interactions can occur soon
after a launch vehicle such as the X-34 [1] gets separated
from the aircraft. From the results presented in [1], it can
be concluded that low-fidelity software was not adequate
to completely understand the instability phenomenon
which involved non-linear flows coupled with structural
motions.

Methods that couple fluids and structures by using low-
fidelity methods, such as the linear aerodynamic flow equa-
tions coupled with the modal structural equations, are well
advanced. Although low-fidelity approaches are computa-
tionally less intensive and used for preliminary design, they
are not adequate for the analysis of a system that experi-
ences non-linear flow/structure interactions. High-fidelity
equations, such as the Euler/Navier–Stokes equations
(ENS) for fluids directly coupled with finite elements equa-
tions (FE) for structures are needed for accurate aeroelastic
computations for which complex fluid/structure interac-
tions are critical. Using these coupled methods, design
quantities such as structural stresses can be directly com-
puted. However, high-fidelity equations involve additional
complexities from numerics such as higher-order terms.
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Therefore, the coupling process is more elaborate when
using high-fidelity methods than it is for calculations using
linear methods. Moreover, high-fidelity methods are com-
putationally intensive and need efficient algorithms that
run on parallel computers. Fig. 1 illustrates the different
levels of fidelity in both fluids and structures. The arrows
shown in Fig. 1 are valid for both disciplines. Higher fidel-
ity accounts for more physics, but it makes the analysis of
complex geometries more difficult. Modeling complex
geometries is easier with the use of lower fidelity methods.

Significant advances have been made for single disci-
plines in both computational fluid dynamics (CFD) using
finite-difference approaches [2] and computational struc-
tural dynamics (CSD) using finite-element methods [3].
These single discipline methods are efficiently implemented
on parallel computers. For aerospace vehicles, structures
are dominated by internal discontinuous members such
as spars, ribs, panels, and bulkheads.

The finite-element (FE) method, which is fundamentally
based on discretization along physical boundaries of differ-
ent structural components, has proven to be computation-
ally efficient for solving aerospace structural problems. The
external aerodynamics of aerospace vehicles is dominated
by field discontinuities such as shock waves and flow
separations. Finite-difference (FD) computational methods
have proven to be efficient for solving such flow problems.

Parallel methods that can solve multidisciplinary prob-
lems are still under development. Currently, there are
several multidisciplinary parallel codes that solve a mono-
lithic system of equations using unstructured grids, mostly
Fig. 1. The effect of fidelity on complexities in both physics and geometry of a
structures).
modeling Euler flow equations. This single computational
domain approach has been in use for several years for
solving fluid–structural interaction problems by using finite
element approach [4]. While using the single domain
approach, the main bottleneck arose from ill-conditioned
matrices associated with two physical domains with large
variations in stiffness properties. The drop in the conver-
gence rate from the rigid case to the flexible case in [5] indi-
cates the weakness of the single domain approach. As a
result, a sub-domain approach is needed where fluids and
structures are solved in separate domains, and solutions
are combined through boundary conditions. Ref. [6] pro-
vides a comprehensive summary of such methods.

This paper presents an efficient alternative to the mono-
lithic approach based on an independent domain approach
that is suitable for massively parallel systems. Fluids and
structures disciplines are interfaced through discipline-
independent wrappers. Some of the materials presented
earlier by the author and his co-workers are included in this
paper with appropriate references to provide the necessary
background.

2. Domain decomposition approach

A method highly suited for state-of-the-art cluster
supercomputers is presented in this paper. When simulat-
ing aeroelasticity with coupled procedures, it is common
to deal with fluid equations in an Eulerian reference system
and structural equations in a Lagrangian system. The
structural system is physically much stiffer than the fluid
erospace vehicles (left and right arrows are applicable for both fluids and
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system, and the numerical matrices associated with struc-
tures are orders of magnitude stiffer than those associated
with fluids. Therefore, it is numerically inefficient or even
impossible to solve both systems using a single numerical
scheme.

Guruswamy and Yang [7] presented a numerical
approach to solve this problem for two-dimensional air-
foils by independently modeling fluids using the FD-based
transonic small-perturbation (TSP) equations and struc-
tures using FE equations. The solutions were coupled only
at the boundary interfaces between fluids and structures.
The coupling of solutions at boundaries can be done
either explicitly or implicitly. This domain-decomposition
approach allows one to take full advantage of state-of-
the-art numerical procedures for individual disciplines.
This coupling procedure has been extended to three-dimen-
sional problems and has been incorporated in several
advanced serial aeroelastic codes such as ENS3DE [8]
and ENSAERO [9], which use the Euler/Navier–Stokes
equations for fluids and modal equations for structures.
The main emphasis in this paper is further development
of these methods for parallel computers using a highly
portable and modular approach. In this effort, CSD capa-
bility is further extended to use direct finite elements in
addition to the modal equations.

3. Parallelization effort

Significant progress has taken place in high-fidelity, sin-
gle discipline codes such as NASTRAN [10] for structures,
and OVERFLOW [11] for fluids. However, efforts to com-
bine these single discipline codes into a multidiscipline code
or process are still in progress. Several attempts have been
made to expand single discipline codes to multidiscipline
codes such as ENSAERO [9], ENS3DE [8], and STARS
[12]. These codes are tightly dependent on pre-selected indi-
vidual disciplines. Due to the rapid progress that is taking
place in individual disciplines, freedom is needed to replace
individual modules with improved ones. This requires a dif-
ferent approach than traditional code development.

One of the major drawbacks of using codes with high-
fidelity methods is the high demand for computing
resources in terms of both memory and speed. Parallel
computer technology initiated new ways of solving individ-
ual disciplines with scalable performance on multiple pro-
cessors. The use of the computer industry standard
Message Passing Interface (MPI) [13] utility led to a suc-
cessful parallel solution procedure.

In order to couple different discipline domains, commu-
nication between domains is accomplished through an
interface at the end of each time step. This is achieved by
creating an inter-disciplinary communicator using an
MPI application programming interface (API) called
mpi_intercomm_create [14]. For aeroelastic computations
which involve fluids and structural domains, aerody-
namic loads are converted into structural loads through
the fluid–structure interface. Furthermore, the structural
deformation is passed to the fluid domain through this
interface. Then, the surface grid is deformed according to
the structural deformation. In addition, control surface
deflection computed in a control domain is superimposed
on the deformed surface grid.

The overall communication design is shown in Fig. 2. In
using the MPI library, a communicator is used to identify a
group of processors that can communicate with one
another within the same group. Each group is represented
by a box defined by dashed lines, as shown in Fig. 2. In this
case, however, only one processor is assigned to each group
for a single coupled analysis. All allocated processors have
a common communicator called mpi_comm_world as
shown in Fig. 2. The MPIAPI, mpi_comm_create, creates
a distinct communicator, denoted as mpirun_app_com
for each group of computational processors when it loads
the executable program onto the processors. Using the
mpirun_app_com communicator, any processor can com-
municate with others within a group. Communications
are also defined using the MPIAPI mpi_intercomm_create
to communicate between different discipline modules or
different groups. They are denoted by solid and dashed
lines with arrows, respectively.

Furthermore, the MPI library has the functionality to
create a new communicator for a subset of the allocated
processors. Communicators for each discipline are defined
so that collective operations can be accomplished within a
discipline module. Once a communicator for each disci-
pline is defined, it is quite convenient to do a collective
operation within a discipline, such as computing lift and
drag coefficients. The communication design shown in
Fig. 2 only explains the coupling of three different compu-
tational modules, e.g., fluids, structures, and controls.
However, if needed, additional modules can be easily
added to the process.

The communication design for a single coupled analysis
can be further extended to perform multiple analyses con-
currently. Fig. 3 shows the extension of the communication
design for concurrent multiple analyses. In contrast to a
single coupled analysis, several processors are assigned to
each group. In this figure, each group has N processors,
which is the number of different cases running concur-
rently. They are locally ranked from zero to N�1 within
a group. In the first run, the initialization data within a
group are distributed from the leading processor of each
group through a broadcast call using mpirun_com commu-
nicator. This makes it easy to distribute initial input data
within a group. Once the initial data distribution is com-
pleted, each processor of a group will participate in a differ-
ent analysis. For example, if N cases with different initial
angles of attack are concurrently executed, each processor
within a group has the same grid data of a zone but com-
putes solutions for the different flow conditions. Within the
flow domain, after solving the flow equations at every time
step, each zone needs to exchange zonal boundary data
with adjacent zones to advance to the next step. For this
purpose, data communication is limited only among



Fig. 3. Multilevel communication among fluids, structural and controls domains.

Fig. 2. Data communication design for multizonal applications on parallel computers.
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computational processors with the same local rank. In this
communication strategy, each processor can distinguish
itself from other processors assigned to different cases.
Therefore, each processor having different local ranks can
participate in different simulations. For multiple multidisci-
plinary simulations, the same communication strategy
is applied for data exchange among the discipline
domains. Further details of this process are described in
[15]. This high-fidelity multidisciplinary analysis process
along with software which includes solution modules and



Fig. 4. Typical fluid structures communication on a parallel computer.
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MPI/MPIAPI library calls is referred to as HiMAP, High
Fidelity Multidisciplinary Analysis Process.

A typical fluid structure communication is illustrated in
Fig. 4 for an aerospace vehicle. In this case, 16 and 8 pro-
cessors are assigned to fluids and structures, respectively.
The shaded areas show active communication and blank
areas show no communication. Active communication
takes place where fluid zones are in contact with structural
zones.

4. Load balancing

Efficient methods to solve fluids and structures com-
monly use a domain decomposition approach based on
zonal grids [2]. Each zone may contain a CFD or CSD,
grid specific for a component of the full configuration.
To efficiently solve complex configurations with large num-
bers of varying size grid zones, a robust load balancing
approach is needed. Load balancing can be achieved as
described below.

In this work, load balancing is achieved by a zone-coa-
lescing and partitioning approach. This parallelization
approach achieves the goal of load–balanced execution
provided that there are enough processors available to han-
dle the total number of zones. One-to-one assignment of
zones to processors does not guarantee an efficient use of
the parallel system. The processors might be working with
less than the optimal computational load and performing a
lot of expensive inter-processor communications, and
hence be data-starved. Both problems are alleviated by
introducing a zone-coalescing and splitting capability to
the parallelization scheme. In zone coalescing, a number
of zones are assigned to a single processor resulting in
economy of the computational resources, and also in a
more favorable communications-to-computations ratio
during the execution. This method was first tried for simple
configurations [16] and its general capability is shown in
Fig. 5. This figure illustrates that a single zone can be split
into several sub-zones or several sub-zones can be merged
into a single super-zone depending on the memory avail-
able per processor.

In order to obtain maximum performance for analyzing
complex configurations that involve grid zones with large
bandwidth of grid sizes, a further extension of the zone
coalescing-splitting approach is implemented.

A number of zones is assigned to each processor
depending on its memory size. For example, it is found that
an SGI Origin3000 processor can handle a maximum grid
size of 500,000 pts for computations using CFD codes such
as ENSAERO [9]. The assignment of a zone to a processor
begins with small zones and progresses to larger zones. In
this process, any zone larger than the maximum size is par-
titioned. The load balancing scheme used is illustrated in
Fig. 6.

5. Large-scale applications

The method presented here is suitable for large-scale
multidisciplinary analysis. It has been tested using the
Euler/Navier–Stokes-based flow solver modules such as
ENSAERO [9], USM3D [17], and finite element based
structures modules such as NASTRAN [10,18]. The
method has been demonstrated for large-scale aeroelastic
applications that required 16 million fluid grid points and



Fig. 5. Zone (Domain) coalescing-partitioning approach.
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Fig. 7. Complex grid arrangement for a typical transport aircraft.
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20,000 structural finite elements. Cases have been demon-
strated using up to 228 processors on an IBM SP2, and
256 processors on an SGI Origin2000 computer. Typical
configurations analyzed are full subsonic and supersonic
aircraft.

An example of a complex multi-zone grid system is
shown for a typical transport aircraft in Fig. 7. The grid
system is made up of 34 zones and the number of grid
points varies from 30,000 to 427,000 per zone. If each zone
is assigned to a processor, the load efficiency of the proces-
sor assigned to the smallest zone will be about 7%. The
load balancing scheme is applied to improve efficiency.

Fig. 8 illustrates the results of applying the load–balanc-
ing scheme to the multi-zone grid system. The dashed line
shows a plot of grid size against the zone number before
load balancing is applied. The solid line shows the plot of
modified grid size against zones (processors) after the
regrouping of zones. The number of processors needed is
reduced from 34 to 28. The ratio of the minimum to max-
imum size per processor increased from 7% to 81%. Thus a
maximum factor of increase in efficiency per processor
equal to 11.6 can be achieved. Since the efficiency results
from both reduction in number of processors and increase
in size of the grid assigned to each processor, an overall effi-
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Fig. 8. Grid points per processor with and without processor filling
scheme.
ciency factor, E, can be defined as the square of the ratio of
number original zones to number of final zones (assigned
to processors) after applying the load balancing:

E ¼ ZO

ZN

� �2

ð1Þ

where ZO is number zones before load balancing and ZN is
the number of regrouped zones after load balancing. For
the data shown in Fig. 8, E is 1.5.

Parallel computations were made on SGI’s Origin2000
computer. Fig. 9 shows one of the five structural modes
from the finite element computations of the selected trans-
port aircraft. Each mode was represented by 2,100 degrees
of freedom. One Origin2000 processor was assigned to the
modal data. Solutions from HiMAP were obtained using
ENSAERO module [9] along with a parallel MBMG
(MultiBlock Moving Grid) [19] moving grid module. A
typical aeroelastic solution is shown in Fig. 10. The colors
represent the surface pressure coefficients. The stability and
convergence of the GO3D [20] upwind algorithm in the
ENSAERO module was not affected by the redistribution
of patched grids to different processors.

In large-scale aerospace problems, grid topologies of the
configurations are predetermined based on design needs.
Grid size and number of blocks are directly related to the
complexity of configuration and fidelity of equations
solved. Quite often, parallel efficiency can be addressed
only after the grids are designed. The procedure presented
here will help in cost-effective computations.
Fig. 9. Typical structural twist mode of an aircraft (black = original,
green = deformed). (For interpretation of the references in color in this
figure legend, the reader is referred to the web version of this article.)



Fig. 10. Pressure coefficient map of a deformed aircraft.
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Fig. 12. Demonstration of portability and scalability.
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Some of the results from applying methods developed
here to several large aerospace problems are summarized
in Fig. 11. The complexity of the problem increases signif-
icantly from a simple wing-body model to a full configura-
tion as shown by increase in grid size and number of
blocks. The present approach shows an improvement in
efficiency factor E as the complexity of the configuration
increases.

6. Portability and performance

The process developed here has been successfully ported
to massively parallel processor (MPP) platforms of SGI,
SUN, and IBM. The flow solver performed at a rate of
40 MFLOPS per processor on the Origin 2000 MPP plat-
form. The super modular capability of HiMAP is demon-
strated by plugging in the USM3D unstructured grid
solver in place of the patched structured-grid solver and
computing aeroelastic responses with minimal effort [17].
In [17], portability of this software to a workstation cluster
was also demonstrated. HiMAP can also be used for the
massively parallel uncoupled aeroelastic analysis [21]. A
summary of results on different parallel computer systems
is shown in Fig. 12. An exponential decrease in time per
step is obtained on all systems. The differences in time
taken per step by different computer systems for a given
number of processors are due to difference in processor
speeds. Almost linear scalability in performance of three-
Fig. 11. Parallel efficiency factor for d
level parallel HiMAP process was also demonstrated on a
256-node IBM SP2 MPP system [22].

The scalability of HiMAP was further improved for
shared-memory configurations by implementing OpenMP
parallelization per grid zone [23]. It was found that the
architecture of HiMAP was also suitable for OpenMP
parallelization which resulted in minimal changes to the
software. Results in Fig. 13 and Table 1 based on data
from [23] show the significant advantage of using OpenMP
threads when efficient shared-memory hardware is avail-
able. It shows that better performance can be obtained if
ifferent complexity configurations.
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Table 1
Percentage increase in scaling efficiency from OpenMP implementation

Processors 2 Zones 8 Zones

4 84 NA
6 70 NA
8 63 NA

16 44 79
24 32 66
32 24 66

NA: not applicable.
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both MPI processes and OpenMP threads are increased.
The case with eight MPI processes (8 zone case) scales bet-
ter than the case with two MPI processes (2 zone case) for
the same grid size. These results are obtained by introduc-
ing OpenMP threads to computationally intensive modules
of HiMAP.

7. Conclusions

An efficient parallel process needed for computationally
intensive analyses of aerospace vehicles is presented. The
process can simulate aeroelasticity of aerospace vehicles
using high-fidelity equations such as the Navier–Stokes
equations for flows and finite-elements for structures. The
process is suitable for both tightly coupled and uncoupled
analysis. The process is designed to execute on massively
parallel processors (MPP) and work-station clusters based
on a multiple-instruction and multiple-data (MIMD) archi-
tecture. The fluids discipline is parallelized using a zonal
approach while the structures discipline is parallelized
using the sub-structures concept. Provision is also made
to include the controls domain. Computations of each
discipline are spread across processors using computer
standard message passing interface (MPI) for inter-proces-
sor communications. MPI-based API is developed to
run disciplines in parallel. In addition to inter-and-intra
discipline parallelizations, a massively parallel capability
to run multiple parameter cases is implemented using a
script system. The combined effect of three levels of parall-
elization is an almost linear scalability for multiple concur-
rent analyses that perform efficiently on MPP. Finally, this
paper demonstrates an unique use of the latest parallel
computer technology to the multidisciplinary analysis
needed for the design of large aerospace vehicles. The scal-
able modular approach developed here can be extended to
other fields such as bio-engineering and civil engineering.
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